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SUMMARY In the conventional protocol synthesis, it is generally assumed that primitives in service specifications cannot be executed simultaneously at different Service Access Points (SAPs). Thus if some primitives are executed concurrently, then protocol errors of unspecified receptions occur. In this paper, we try to extend a class of service specifications from which protocol specifications are synthesized by the previous methods. We first introduce priorities into primitives in protocol specification so that it always selects exactly one primitive of the highest priority from a set of primitives that can be executed simultaneously, and executes it. Then, based on this execution ordering, we propose a new protocol synthesis method which can avoid protocol errors due to message collisions, communication competitions and so on. By applying the proposed synthesis method, we can automatically synthesize a protocol specification from a given service specification which includes an arbitrary number of processes and allows parallel execution of primitives.
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1. Introduction

Rapid progress of computer-communication systems enables advancement and diversification of communication services. In order to realize such services, it is required to establish efficient and reliable design method for large-scale and complicated communication protocols.

Protocol synthesis is a method to derive a protocol specification from a service specification and it is recognized widely as one of the most promising methods to meet the above requirement [5], [8]. The principle of protocol synthesis is depicted in Fig. 1. As shown in Fig. 1, service specification prescribes relationships between service primitives from either user in a higher layer or process in a lower layer. On the other hand, a protocol specification which is derived from the given service specification defines relations between messages from processes in the lower layer. Interfaces between the higher layer and the lower layer are called Service Access Points, shortly SAPs.

The behavior of protocols can be modeled by Finite State Machines, shortly FSM. Thus both service specification and protocol specification are represented by FSM. Saleh et al. [6], [7] and Liu et al. [1], [2] have already proposed synthesis methods of protocol specifications modeled by FSM. In these synthesis methods, it is not allowed that parallel execution of service primitives occurs at different SAPs. However, it is generally observed that the parallel execution of multiple primitives can occur in real communication systems.

Figure 2 shows a sequence chart which illustrates parallel execution of two service primitives. User 1 sends a primitive Connection Request (CN_req1), and then sends a primitive Abort Request (AB_req1) successively before receiving the acknowledgement primitive Connection Confirmation (CN_conf1) from User 2. Parallel execution of two primitives Abort Request
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(AB req2) from User 2 and Connection Response (CN resp3) from User 3 brings on a crossing of two lines between processes PE2 and PE3. This situation is called a message collision. Protocol errors of unspecified receptions are generally caused by a parallel execution of service primitives, since the parallel execution induces message collision and access competition in the lower layer.

Igarashi et al. [4] first proposed a protocol synthesis method to derive a protocol specification including message collisions from a service specification. However, in this method the number of processes in the service specification is restricted to two. In this paper, we extend the number of processes from two to \( n \geq 3 \) and propose a new synthesis method which derives a protocol specification from a service specification with multiple primitives executable in parallel.

The rest of this paper is organized as follows. In Sect. 2, definitions of service and protocol specifications are given and the protocol synthesis problem is formulated. Section 3 explains an outlines of a new protocol synthesis method and Sect. 4 describes the details of the synthesis method. Section 5 gives the correctness proof of the proposed method. In Sect. 6, conclusion and future researches are summarized.

2. Definitions

2.1 Communication Model

As shown in Fig. 1, a communication service is specified by service primitives exchanged between users in the higher layer and processes in the lower layer through service access points (SAPs), and the internal architecture of communication system can be viewed as a black box from user’s view point. The processes are also called protocol entities which are denoted by PEs in the following.

Services to Useri are provided by PEi through SAPi. Each of PEs is linked by an underlying communication medium. In this paper, we assume that the communication medium is reliable and that messages are delivered in a FIFO order. Each channel between any two PEs modeled by two unidirectional queues.

2.2 Service Specification

A service specification defines sequences of primitives to be realized as communication services, which are exchanged between users and processes through SAP. Each service access point is denoted by SAPi, and each protocol entity is denoted by PEi.

Definition 1: A service specification, shortly S-SPEC, is modeled by a Finite State Machine (FSM) \( S = \langle S_s, \Sigma_s, T_s, \sigma \rangle \) where

1. \( S_s \) is a non-empty finite set of service states (or simply states).
2. \( \Sigma_s \) is finite set of service primitives (or simply primitives). Each primitive \( p \in \Sigma_s \) has as an attribute, an index of service access point through which \( p \) passes. If primitive \( p \) passes through SAPi, then we define a function \( sap(p) = i \), and also \( p_i \) denotes it.
3. \( T_s \) is a partial transition function: \( S_s \times \Sigma_s \rightarrow S_s \). For simplicity, we use \( T_s \) also as a set of triples \( (u, p, v) \) such that \( v = T_s(u, p) \) \((u, v) \in S_s, p \in \Sigma_s \).
4. \( \sigma \in S_s \) is an initial service state.

A service specification \( S \) is often represented by a labeled directed graph. We call this graph a S-SPEC graph. However, we often refer the S-SPEC graph by S-SPEC.

In the S-SPEC graph, a node is defined for each state in \( S_s \). For each transition \( (u, p, v) \in T_s(u, v) \), we define an edge from node \( u \) to node \( v \) and attach a label \( p \) to the edge. In the following, we refer this edge by \( (u, p, v) \).

An example of the S-SPEC graph is shown in Fig. 3. In this figure, an oval denotes a service state, an arrow denotes a transition between states. The state drawn by bold line is an initial state.

Next, projection is used for dividing a service specification into a set of projected service specifications (PS-SPEC). Each service specification PS-SPECi corresponds to each PEi.

Definition 2: Let \( S = \langle S_s, \Sigma_s, T_s, \sigma \rangle \) be a given service specification. Then a service specification \( S' = \langle S', \Sigma_{is}, T_{is}, \sigma' \rangle \) defined by the following (1) through (4) is called a projected service specification, shortly PS-SPECi, of \( S \).

1. \( S' = S_s \).
2. \( \Sigma_{is} = \{ p | p \in \Sigma_s \text{ and } sap(p) = i \} \cup \{ \epsilon \} \).
3. \( T_{is} = \{ (u, p, v) | (u, p, v) \in T_s \text{ and } sap(p) = i \}
   \cup \{ (u, \epsilon, v) | (u, p, v) \in T_s \text{ and } sap(p) \neq i \} \).
4. \( \sigma' = \sigma \).

In the projected service specification PS-SPECi,
all service primitives that do not contribute to PEi are replaced by a primitive \( \varepsilon \). The primitive \( \varepsilon \) is null primitive that causes no message sending. As in the case of S-SPEC, we use a labeled directed graph to represent PS-SPECi. We call this graph a PS-SPECi graph. However, we refer the PS-SPEC1 graph by PS-SPEC1.

**Definition 3:** Consider an S-SPEC graph which represents a service specification \( S = \langle S_r, \Sigma_r, T_r, \sigma_r \rangle \). For any node which represents a service state \( s \in S_r \) in \( S \), define \( OUT(s) = \{ 0 \} \) if \( s \) is a leaf node, \( OUT(s) = \{ \} \) if \( s \) is a root node, and \( OUT(s) = \{ i \} \) if \( s \) is an internal node. For any node \( s \) which represents a service state \( s \in S_r \) in \( S \), define \( sap(p) = \{ i \} \) if \( p \) is a label attached to an edge outgoing from \( s \) and \( sap(p) = \{ i \} \) if \( p \) is a label attached to an edge incoming to \( s \).

S-SPEC, shown in Fig. 3, is projected to PS-SPEC1, PS-SPEC2 and PS-SPEC3 shown in Fig. 4. From Definition 3, each PS-SPECi has the same number of states as S-SPEC and the correspondence between states in PS-SPECi and S-SPEC is clear. Next, we give some examples of function \( OUT \) on S-SPEC in Fig. 3. For instance, \( OUT(1) = \{ 1 \} \), \( OUT(2) = \{ 1, 2 \} \), \( OUT(3) = \{ 2 \} \), and \( OUT(6) = \phi \).

**Definition 4:** For a service state \( s \in S_r \), let \( d^+(s) \) denotes the number of edges outgoing from \( s \) in the S-SPEC graph. We classify service states into four kinds of states.

1. If \( d^+(s) = 0 \), then \( s \) is called **final state**.
2. If \( d^+(s) = 1 \), then \( s \) is called **normal state**.
3. If \( d^+(s) \geq 2 \) and \( |OUT(s)| = 1 \), then \( s \) is called **choice state**.
4. If \( d^+(s) \geq 2 \), \( |OUT(s)| > 1 \) and \( |OUT(s)| \neq d^+(s) \), then \( s \) is called **parallel state**.

**Remark 1:** From Definition 4, we do not consider a case of \( d^+(s) \geq 2 \), \( |OUT(s)| > 1 \) and \( |OUT(s)| \neq d^+(s) \). By the following Restriction 2, we restrict a class of service specifications not to include this case.

Consider again S-SPEC shown in Fig. 3. In this S-SPEC, both states 6 and 13 are the final states because \( d^+(6) = d^+(13) = 0 \). Next, state 2 is a parallel state, since \( d^+(2) = 2 \), \( |OUT(2)| = \{ 1, 2 \} \), and thus \( d^+(2) = |OUT(2)| \). It implies that at state 2, primitives \( A_B req1 \) and \( CN ind2 \) can be concurrently executed at SAP1 and SAP2 respectively. Other states 1, 3, 4, 5, 7, 8, 9, 10, 11, and 12 are normal states. It implies that at each normal state a primitive is executable at a certain SAP.

This paper imposes the following two restrictions R1 and R2 to assure correctness of the proposed protocol synthesis method.

**Restriction R1:** The S-SPEC is a tree. Additionally, any state in the S-SPEC graph is exactly one of normal state, final state, choice state and parallel state.

**Restriction R2:** For any parallel state \( s \), let \( Paris(s) \) denote a set of primitives attached to edges outgoing from \( s \). Then, for each parallel state \( s \) in the S-SPEC, priorities are assigned to all primitives in \( Paris(s) \).

R1 implies that in the given S-SPEC there exists at most one directed path between any two states. Based on tree structure, we introduce execution ordering for primitives: Consider two adjacent transitions \( (u, E, v) \) and \( (v, E', w) \). Then we say primitive \( E \) must be executed before primitive \( E' \). R1 also implies that any branch states, that is a state \( s \) with \( d^+(s) \geq 2 \), is either choice state or parallel state.

**Definition 5:** Consider a S-SPEC graph satisfying Restriction R1 (that is, the S-SPEC graph is a tree). For any path \( (u_1, p_1, u_2, p_2, u_3, \ldots, (u_k, p_k, u_{k+1}) \) where \( u_1 \) is a root node and \( u_{k+1} \) is a leaf node, then we define an execution ordering among primitives \( p_1, p_2, \ldots, p_k \) such that any primitive \( p_i \) must be executed before primitives \( p_{i+1}, p_{i+2}, \ldots, p_k \).

2.3 Protocol Specification

Transmission and reception of messages are defined as follows.

**Definition 6:** If message \( e \) is transmitted to PE\( j \), then it is denoted by an event message \( !e(j) \). If message \( e \) is sent to PE\( j_r \), PE\( j_k \), \ldots, PE\( j_h \), then it is denoted by an event message \( !e(j_r, j_k, \ldots, j_h) \). On the other hand, if message \( e \) is received from PE\( j \), then denoted by an event message \( ?e(j) \).

The protocol specification consists of \( n \)-tuples of specifications for protocol entities. PEs communicate with each other through underlying communication medium. The protocol specification is also modeled by FSM.

**Definition 7:** A protocol entity specification PE-SPEC \( i \) is defined as a FSM \( P_i = \langle S_{ip}, \Sigma_{ip}, T_{ip}, \sigma_{ip} \rangle \) where

1. \( S_{ip} \) is a non-empty finite set of protocol states (or simply states).
2. \( \Sigma_{ip} \) is a non-empty finite set of protocol events. \( \Sigma_{ip} = \Sigma_{ip} \cup \{ e \} \), where \( \Sigma_{ip} \) is a set of primitives in Definition 2, and \( \Sigma_{ip} \) is a set of event messages which are sent from PE\( i \) or received by PE\( i \).
(3) $T_p$ is a partial transition function: $S_p \times \Sigma_p \rightarrow S_p$.
   For simplicity we use $T_\phi$ also as a set of triples $(u, p, v)$ such that $v = T_p(u, p)$.
   (4) $\sigma_p \subseteq S_p$ is an initial protocol state.

   Protocol specification P-SPEC $P$ consists of $n$-tuples of PE-SPECi $P_i$s $(1 \leq i \leq n)$, and P-SPEC $P$ is denoted by a FSM $P = \langle S_p, \Sigma_p, T_p, \sigma_p \rangle$ where
   (1) $S_p = S_{1p} \times S_{2p} \times \cdots \times S_{np}$.
   (2) $\Sigma_p = \Sigma_{1p} \cup \Sigma_{2p} \cup \cdots \cup \Sigma_{np}$.
   (3) $T_p = (T_{1p}, T_{2p}, \cdots, T_{np})$.
   (4) $\sigma_p = (\sigma_{1p}, \sigma_{2p}, \cdots, \sigma_{np})$.

   **Definition 8**: Suppose that a current state of PEj is state $u$. If transition $(u, E, v)$ or $(u, E/e(X), v)$ is specified in $T_{ip}$, then we say primitive $E$ is executable or primitive $E$ and transmission of message $e$ are executable, respectively. If primitive $E$ is executed, PEj enters into state $v$.

   Consider a case that message $x$ that is sent by PEi is on the top of FIFO channel from PEj to PEj $(j \neq i)$. If transition $(u, ?x(i), v)$ is specified in $T_{ip}$, then we say reception of message $x$ from PEi is executable. If PEj receives message $x$, then $x$ is deleted from the top of the queue and PEj enters state $v$. If multiple messages are executable, one of those is nondeterministically chosen and executed.

   **Definition 9**: Consider a case that message $x$ that is sent by PEi is on the top of FIFO channel from PEj to PEj $(j \neq i)$ and a current state of PEj is state $u$. If there does not exist any edge $(u', ?x(i), v)$ in $T_{ip}$, such that there exists a path from state $u$ to $u'$ which only includes $(a, r, b)$ in $T_{ip}$ where $r$ is a primitive, transmission of a message or executable reception of a message from other PEk $(k \neq i)$, then we say that an unspecified reception with respect to $x$ occurs in PE-SPECj.

   As in Definition 1, we use a labeled directed graph to represent PE-SPECi. We call this graph a PE-SPECi graph or simply a PE-SPECi. For a P-SPEC we similarly use a labeled directed graph, and call it a P-SPEC graph or simply a P-SPEC.

   An example of a P-SPEC is shown in Fig. 5. In this figure, an oval denotes a protocol states, and an arrow from $u$ to $v$ denotes transition $(u, p, v)$ or $(u, p/ q, v)$ where $p \in \Sigma_p$ and $q \in MEX_1 \cup MEX_2 \cup \cdots \cup MEX_n$. "$p/q$$v$" denotes a successive execution of transmissions of primitive $p$ and message event $q$. At first, all PE-SPECs are at initial states drawn by bold line. For example, PE1 is in state 1, receives primitive $CN_{req}$ from user 1, and sends message "a" to PE2. After PE1 enters state 2. Similarly, PE2 receives message "a" from PE1 at state 1 and enters state 2.

   **Definition 10**: Let $S = \langle S_0, \Sigma_0, T_0, \sigma_0 \rangle$ be a given service specification. Then a protocol entity specification $P_i = \langle S_{ip}, \Sigma_{ip}, T_{ip}, \sigma_{ip} \rangle$ satisfying the following (1) through (4) is called a fundamental protocol entity specification based on $S$, shortly f-PE-SPECi.

   (1) $S_{ip} = S_0$.
   (2) $\Sigma_{ip} = \Sigma_0 \cup MEX_i \cup \{\epsilon\}$.
   (3) $T_{ip} = \{(u, p, v) \mid (u, p, v) \in T_0$ and $sap(p) = i$ and $q \in MEX_i\} \cup \{(u, q, v) \mid (u, q, v) \in T_0$ and $sap(p) \neq i$ and $q \in MEX_i\}$.
   (4) $\sigma_{ip} = \sigma_0$.

   **Remark 2**: A fundamental protocol entity specification f-PE-SPECi has the same number of states and edges as that of the service specification S-SPEC. There exists one-to-one correspondence between any state in f-PE-SPECi and that in S-SPEC, and between any edge in f-PE-SPECi and that in S-SPEC.

   Based on the S-SPEC in Fig. 3, PE-SPECs in Fig. 6 are f-PE-SPECs.

   **Definition 11**: Let $S_{ip}$ be a set of states $a_i$ in f-PE-SPECi. Then an $n$-tuple $(a_1, a_2, \cdots, a_n)$ is called a
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global state. Let \( S-S \) be a set of \( n \)-tuples of \((\beta_1, \beta_2, \cdots, \beta_n)\) where \( \beta_i \ (1 \leq i \leq n) \) is a state in \( S-SPEC \ (\beta_i \in S_i) \). A function \( \tau: S_{F_0} \times S_{F_2} \times \cdots \times S_{F_n} \rightarrow S-S \) is defined as follows.

For each \( a_i \in S_{F_i} \ (1 \leq i \leq n) \), then \( \tau(a_1, a_2, \cdots, a_n) = (\beta_1, \beta_2, \cdots, \beta_n) \), where \( \beta_i = a_i \ (1 \leq i \leq n) \).

**Definition 12**: Consider a \( S-SPEC \) satisfying Restriction R1 (that is, a tree graph), and a \( P-SPEC \) consisting of f-PE-SPECs.

Let \( a_i \) be a state in \( f-PE-SPEC \). If an \( n \)-tuple of states \( \tau(a_1, a_2, \cdots, a_n) = (\beta_1, \beta_2, \cdots, \beta_n) \) satisfies the following Conditions S1 and S2, then we say a global synchronization is kept at global state \((a_1, a_2, \cdots, a_n)\) and such global state is called \( k \)-global state. Otherwise, the global synchronization is lost at global state \((a_1, a_2, \cdots, a_n)\) and such global state is called \( l \)-global state.

**Condition S1**: There exists a path \( \rho \) from a root to a leaf of the \( S-SPEC \), such that \( \rho \) contains all of \( \beta_i \)'s.

**Condition S2**: Consider for any \( \beta_i \) and \( \beta_j \) such that \( \beta_j \) is an ancestor of \( \beta_i \) in the \( S-SPEC \). If there exists an edge \((u, v, p, v')\) such that \( sap(p) = i \) in the path from \( \beta_i \) to \( \beta_j \), then for any edge \((a, q, b)\) in the path from \( v \) to \( \beta_j \), \( sap(q) \neq j \).

We call transition from \( l \)-global state to \( k \)-global state recovery of global synchronization. On the contrary, we call transition from \( k \)-global state to \( l \)-global state the loss of global synchronization.

Consider PE-SPECs shown in Fig. 6 and S-SPEC shown in Fig. 3, then these PE-SPECs are f-PE-SPECs according to Definition 10. Let \( a_i \) be a current state of PEi. Some examples of global synchronization are in the following.

1. Consider the case that \( a_1 = 11, a_2 = 8 \) and \( a_3 = 9 \). In order to map the current states of PEs on \( S-SPEC \), function \( \tau \) is applied. Since \( \tau(11, 8, 9) = (\beta_1, \beta_2, \beta_3) \), Conditions S1 and S2 in Definition 12 are satisfied. Therefore in this case a global synchronization is kept.

2. Consider the case that \( a_1 = 3, a_2 = 8 \) and \( a_3 = 9 \). Similarly function \( \tau \) is applied and \( \tau(3, 8, 9) = (\beta_1, \beta_2, \beta_3) \). Since Condition S1 is not satisfied, in this case a global synchronization is lost.

3. Consider the case that \( a_1 = 13, a_2 = 8 \) and \( a_3 = 9 \), then \( \tau(13, 8, 9) = (\beta_1, \beta_2, \beta_3) \). Since Condition S2 is not satisfied, in this case a global synchronization is lost. Actually, this case cannot happen in these PE-SPECs (shown in Fig. 6).

**Outline of Protocol Synthesis Method**

3.1 Outline

The proposed method to derive a protocol specification \( P-SPEC \) from a service specification \( S-SPEC \) consists of the following steps.

**Step 1**: Based on given priorities of primitives, assign the priorities to all primitive execution sequences in a service specification \( S-SPEC \).

**Step 2**: Obtain \( g \geq 2 \) projected service specifications \( PS-SPEC \) by applying the projection to a service specification \( S-SPEC \).

**Step 3**: Construct \( n \geq 2 \) protocol entity specifications \( PE-SPEC \) by applying transition synthesis rules (to be shown in Table 1) to \( PS-SPEC \).

**Step 4**: Add some transitions for parallel execution of primitives to \( PE-SPEC \)s refined at Step 3.

**Step 5**: Remove \( e \) transitions from each \( PE-SPEC \), and obtain a protocol specification \( P-SPEC \).

**3.2 Key Idea**

Protocol entities PEs are exchanging messages with each other and provide the communication service according to execution order of primitives described in the service specification \( S-SPEC \). However, since PEs only have local states, they must keep the global synchronization by exchanging messages between PEs.

If no parallel execution of primitives occurs, the global synchronization is kept and no unspecified reception occurs as in the previous methods. On the contrary, if a parallel execution of primitives occurs at parallel states, the global synchronization is lost. If the previous synthesis methods are applied to this case, then unspecified receptions occur.
### Table 1 Transition synthesis rules.

<table>
<thead>
<tr>
<th>Rule</th>
<th>Input</th>
<th>Condition</th>
<th>Output</th>
</tr>
</thead>
<tbody>
<tr>
<td>A1</td>
<td>$S_i \rightarrow S_j$ PE-SPEC 1</td>
<td>$S_1$ is not parallel state and $OUT(S_2) \neq [i]$</td>
<td>$S_i \rightarrow S_j$ PE-SPEC 1</td>
</tr>
<tr>
<td>B1</td>
<td>$S_i \rightarrow S_j$ PE-SPEC j ($\neq i$)</td>
<td>$S_1$ is not parallel state and $OUT(S_2) \neq [i]$</td>
<td>$S_i \rightarrow S_j$ PE-SPEC j ($\neq i$)</td>
</tr>
<tr>
<td>A2</td>
<td>$S_i \rightarrow S_j$ PE-SPEC 1</td>
<td>$X = OUT(S_2) - [i]$</td>
<td>$S_i \rightarrow S_j$ PE-SPEC 1</td>
</tr>
<tr>
<td>B2</td>
<td>$S_i \rightarrow S_j$ PE-SPEC j ($\neq i$)</td>
<td>$S_1$ is parallel state, $Y = { y \mid y = \text{last}(p), \land \forall p \text{ in PST-S}(S_1, E_i) }$</td>
<td>$S_i \rightarrow S_j$ PE-SPEC j ($\neq X$)</td>
</tr>
<tr>
<td>A3</td>
<td>$S_i \rightarrow S_j$ PE-SPEC 1</td>
<td>$X = (Y \cup OUT(S_2)) - [i]$</td>
<td>$S_i \rightarrow S_j$ PE-SPEC 1</td>
</tr>
<tr>
<td>B3</td>
<td>$S_i \rightarrow S_j$ PE-SPEC j ($\neq i$)</td>
<td>$S_1$ is parallel state, $Y = { y \mid y = \text{last}(p), \land \forall p \text{ in PST-S}(S_1, E_i) }$</td>
<td>$S_i \rightarrow S_j$ PE-SPEC j ($\neq X$)</td>
</tr>
</tbody>
</table>

In order to solve this problem, in the proposed method, we add some transitions for reception of messages to PE-SPECs so that the global synchronization can be recovered. The key idea of the proposed method is as follows. Consider sequences of $k$-global states starting from a parallel state, in which if one of primitives leaving from the parallel state is executed, then global synchronization is kept and the execution order of primitives follows that on S-SPEC. Suppose that parallel execution of primitives occurs at the parallel state and that priorities are assigned to primitives. Then, the protocol enters $l$-global state. Recovery from $l$-global state to some $k$-global state in a sequence starting by execution of the primitive with the highest priority is performed by transitions of message reception which are added to PE-SPECs. In the recovery, execution order of primitives is preserved and unspecified receptions are avoided.

Consider the S-SPEC in Fig. 3 and PE-SPECs in Fig. 6. Protocol specification which is synthesized from the S-SPEC (Fig. 3) in the previous methods [6], [7] is essentially equivalent to PE-SPECs shown in Fig. 6.

Let $a_i$ be a current state of PE$i$ and consider a case $(a_1, a_2, a_3) = (2, 2, 2)$. Then global synchronization is kept. Suppose that $AB\_req1$ is assigned higher priority than $CN\_ind2$. If two primitives $AB\_req1$ and $CN\_ind2$ are concurrently executed at SAP1 and SAP2, respectively, global state (2, 2, 2) moves to (3, 7, 2) and global synchronization is lost. Then unspecified reception with respect to message $b$ to be sent from PE1 to PE2 occurs in PE-SPEC2. If a transition $(s, \ ?b(1), 3) (s = 7, 8, 9, 10, 11, 12, 13)$ is added in PE-SPEC2, PE2 can enter state 3 in the sequence starting by execution of $AB\_req1$ with higher priority and the global synchronization can be recovered to (3, 3, 2). Thus, in the proposed method, transitions are automatically added to recover the lost global synchronization and to avoid the unspecified reception.

### 4. Detail of Protocol Synthesis Method

#### 4.1 Step 1

In this step, priorities are assigned to all primitive in a service specification S-SPEC. Priorities are used to identify which primitive to be given preference of execution, when the parallel execution of primitives occurs. The real protocol specifications are usually designed to deal with primitives executable in parallel. For example, primitives related to RESET are given the top priority, and primitives concerned with ABORT are also assigned high priority.

In Fig. 2, a sequence $CN\_req$, $CN\_ind$, $CN\_resp$ and $CN\_conf$ represents “connection of communication path” and a sequence $AB\_req$ and $AB\_ind$ represents “abort of service.” Since higher priority is given to ABORT sequence than CONNECTION sequence, when parallel execution of these primitives sequences occur, $AB\_req1$ is followed by $AB\_ind2$, $AB\_req2$ and $AB\_ind3$. On the other hand, CONNECTION sequence is aborted at PE2.

From Restriction R2, priorities are pre-assigned to some primitives, that is, primitives leaving from any parallel state in S-SPEC. Based on the priorities of those primitives, the priorities to all primitives are assigned in the order of the Depth First Search.

An example of assignment is shown in Fig. 7.
4.2 Step 2

In this step, projected service specifications PS-SPECi (1 ≤ i ≤ n) are obtained from a service specification S-SPEC by substituting each transition not associated with SAPi by ε. The formal definition of these substitutions is given in Definition 2.

As an example, consider a service specification S-SPEC shown in Fig. 3. Then Fig. 4 shows resultant three PS-SPECs obtained from S-SPEC.

4.3 Step 3

In this step, n (≥ 2) protocol entity specifications PE-SPECs are obtained from n (≥ 2) projected service specifications PS-SPECs. This transformation is performed by applying transition synthesis rules shown in Table 1.

In Table 1, Ei (1 ≤ i ≤ n) denotes some primitives in the PS-SPECi. Each pair of transition synthesis rules Ak and Bk (1 ≤ k ≤ 3) is applied to n pairs of transitions (Si, Ei, Sj) in PS-SPECi and (Si, ε, Sj) in PS-SPECj (j ≠ i), respectively. Message e is uniquely generated for each primitive Ei in Rules Ak and Bk (k = 2, 3).

The intuitive concepts for these rules are explained as follows.

**Rules A1, B1:** These rules imply that any messages need not be transmitted and received for global synchronization because two primitives are successively executed at the same SAP (SAPi).

**Rules A2, B2:** The primitive Ei is executed at SAPi. Following the occurrence of Ei, other primitives can be executed at other SAPs, therefore a message for global synchronization is transmitted to other corresponding protocol entities.

**Rules A3, B3:** Ei occurs at parallel state. In this case, a message for global synchronization is transmitted not only to PE_i in which other primitives are executed next to E_i, but also to PE_j concerned with primitives in parallel sub-tree PST-S(S_i, E_i) (see Definition 13). These transmissions are done for the parallel execution of primitives. The message generated by these rules is used to recover the loss of global synchronization due to the parallel execution of primitives. However, transitions for the parallel execution of primitives are not generated from transition synthesis rules. The transitions for parallel executions are added in Step 4.

Consider PS-SPECs in Fig. 4. Figure 9 shows all parallel sub-trees in S-SPEC shown in Fig. 8. Consider PS-SPECs in Fig. 4. Then, by applying transition synthesis rules to these PS-SPECs, a protocol specification shown in Fig. 6 is obtained. Examples of
application of typical three rules are explained in the following.

(1) Transitions $(1, CN\_req1, 2), (1, e, 2)$ and $(1, e, 2)$ in PS-SPEC1, PS-SPEC2, and PS-SPEC3 are translated into $(1, CN\_req1/a(2), 2), (1, ?a(1), 2)$ and $(1, e, 2)$ in PE-SPEC1, PE-SPEC2 and PE-SPEC3 by applying rules A2, B2 and B2 respectively. The reason why rules A2 and B2 are selected is that, for $i = 1$, state 1 is not parallel state and $OUT(2) \neq \{i\}$. These rules generate message $a$ from PE1 to PE2.

(2) Transitions $(8, e, 9), (8, e, 9)$ and $(8, CN\_ind3, 9)$ in PS-SPEC1, PS-SPEC2, and PS-SPEC3 are translated into $(8, e, 9), (8, e, 9)$ and $(8, CN\_ind3, 9)$ in PE-SPEC1, PE-SPEC2 and PE-SPEC3 by applying rules B1, B1 and A1 respectively. These rules are selected because for $i = 3$, state 8 is not parallel state and $OUT(9) = \{i\}$. No messages among PEs are generated.

(3) Transitions $(2, AB\_req1, 3), (2, e, 3)$ and $(2, e, 3)$ in PS-SPEC1, PS-SPEC2 and PS-SPEC3 are translated into $(2, AB\_req1/b(2, 3), 3), (2, ?b(1), 3)$ and $(2, ?b(1), 3)$ in PE-SPEC1, PE-SPEC2 and PE-SPEC3 by applying rules A3, B3 and B3. This is because state 2 is a parallel state. Since the set of indices of PEs related to primitives in PST-S(2, $AB\_req1$) is $\{2, 3\}$, message $b$ is transmitted from PE1 to PE2 and PE3.

4.4 Step 4

According to the projection in Step 2, and the transition synthesis rules in Step 3, PE-SPECs obtained from Step 3 are f-PE-SPECs based on the given S-SPEC. There exists one-to-one correspondence between any state in PE-SPECi and that in S-SPEC, and between any edge in PE-SPEC1 and that in S-SPEC. In order to recover the loss of global synchronization due to parallel execution of primitives, some transitions of message reception are added to PE-SPECs refined at Step 3 such that global synchronization is recovered and the global state converges in the primitive with the highest priority.

A concrete method for adding transitions to PE-SPECs is as follows:
Consider any transition $(w, E_i/e(X), v)$ such that $v$ leaves from a state $w$ in PE-SPEC $i$, where the state $w$ corresponds to a parallel state in S-SPEC, and that $E_i$ is a primitive related to SAPi. The following procedures A and B are performed.

**Procedure A:** Let $Y$ be a set of indices of SAPs through which primitives in PST-S(w, $E_i$) pass. For each state $u$ except $w$ in each PE-SPEC $j$, such that $w$ is in PST-PE[j(w, $E_i$), insert a transition $(u, ?e(i), v)$.

Figure 10 illustrates the procedure A.

**Procedure B:** Consider transitions of message receptions in PST-PE(h(w, $E_i$)) for each PE-SPEC $h \in Y \cup \{i\}$). For each $?a(l)$ of message receptions, insert transitions $(s, ?a(l), s)$ where states $s$ are in paths from $v$ to states at which another message reception from PEi is specified.

Figure 11 illustrates the procedure B.

**Remark 3:** Let $G$ be a graph representing PE-SPECi before Step 4, and let $G'$ be a graph representing PE-SPECi after Step 4. As mentioned above, $G$ represents a fundamental protocol specification f-PE-SPECi. Then $G$ is a subgraph of $G'$ and any state in $G'$ corresponds to a state in $G$. 
Consider PE-SPECs in Fig. 6. Then, Fig. 12 shows resultant protocol entity specifications in which some transitions are added to PE-SPECs for recovery of global synchronization. Examples of application of these procedures A and B are explained in the following:

Since the parallel state is state 2, consider transition \((2, AB_{req1}/!b(2,3), 3)\) in PE-SPEC1.

**Procedure A:** As shown in Fig. 9, since there are primitives which pass through SAP2 and SAP3 in PST-S\((2, AB_{req1})\), \(Y = \{2, 3\}\). Transitions \(?b(1)\) from states 7, 8, 9, 10, 11 and 12 in PST-PE2\((2, AB_{req1})\) to state 3 in PE-SPEC2. Transitions \(?b(1)\) for PE-SPEC3 are added in a similar way.

**Procedure B:** Since \(Y \cup \{i\} = \{1, 2, 3\}\), insert transitions in PE-SPEC1, PE-SPEC2 and PE-SPEC3. Consider transitions of message receptions in PST-PE\(h(2, AB_{req1}) (h \in \{1, 2, 3\})\). Since there exists a transition \((11, ?e(2), 12)\) in PST-PE1\((2, AB_{req1})\), self loops of \(?e(2)\) are added at states 3, 4, 5 and 6 in PE-SPEC1. Similarly, self loops of \(?d(3)\) are added at states 3, 4, 5 and 6 in PE-SPEC2, and self loops of \(?c(2)\) are added at states 3 and 4 in PE-SPEC3.

### 4.5 Step 5

In this step, \(\varepsilon\) transitions are removed from the PE-SPECs. The \(\varepsilon\) transitions are removed by applying the \(\varepsilon\) removal algorithm in [3]. Using this algorithm, PE-SPECs can be reduced to equivalent finite state machines in the sense that connectivity between any pair of two states is preserved.

Figure 5 shows an example of a final protocol specification P-SPEC after Step 5.

### 5. Proof of Correctness

In this section, we prove that the protocol specification P-SPEC synthesized by the proposed method is correct, that is, the following two conditions are satisfied.

**Condition P1:** Execution order of primitives defined by S-SPEC is kept in P-SPEC.

**Condition P2:** No unspecified receptions caused by parallel execution of primitives occur in P-SPEC.

We discuss the correctness for PE-SPECs after
Step 4 (before Step 5). It is obvious that the ε removal algorithm [3] in Step 5 preserves the correctness of the protocol specification synthesized by the proposed method.

From Remark 2 and Remark 3, each PE-SPEC obtained at Step 4 has the same number of states as the given S-SPEC. Since each state in PE-SPEC has one-to-one-correspondence to that in S-SPEC, we similarly define the global state and global synchronization for PE-SPECs obtained at Step 4, as for l-PE-SPECs obtained at Step 3.

We prove the correctness of the proposed method for the following three cases respectively.

Case 1: No parallel state exists in the given S-SPEC.
Case 2: Only one of primitive which leaves from any parallel state in S-SPEC must be executed (that is, parallel execution of primitives does not occur).
Case 3: Parallel execution of primitives occurs.

5.1 Case 1

In this case, no transition is added at Step 4 since no parallel state exists. PE-SPECs obtained at Step 3 is nothing more than the protocol specification obtained by using Saleh’s method [6], [7]. Proof for the correctness of his method is already given in [6], [7].

5.2 Case 2

In this case, each parallel state is performed as a choice state. Since parallel execution of primitives is not allowed in the PE-SPECs, Condition S1 is satisfied. By the transition synthesis rules in Step 3, Condition S2 is satisfied [6], [7]. Therefore, global synchronization is kept for PE-SPECs.

Lemma 1: While global synchronization is kept for PE-SPECs, Conditions P1 and P2 are satisfied.

Proof: By Condition S1 of Definition 12, the current state in all PE-SPECs corresponds to some state in a path of S-SPEC. Let the path be denoted by ρ = (u1, p1, u2), ..., (uk, pk, uk+1). By Condition S2 of Definition 12, primitive pi such that sap(pi) = i, must have been executed before pm (1 ≤ m) such that sap(pm) = j, (j ≠ i) is executed. Therefore, Condition P1 is satisfied. Consider two successive transitions (u1, p1, u1+1) and (u1+1, p1+1, u1+2) in the path ρ such that sap(p1) = i and sap(p1+1) = j (j ≠ i). By the transition synthesis rules at Step 3, a message x caused by occurrence of primitive pi in PE-SPECI must have received before primitive p1+1 occurs in PE-SPECJ. And only receptions of messages are added at Step 4. Therefore, Condition P2 is satisfied.

By Lemma 1, Conditions P1 and P2 are satisfied in this case.

5.3 Case 3

In this case, parallel execution of primitives occurs. As mentioned before, parallel execution causes the loss of global synchronization between PEs.

Lemma 2: The number of l-global states is finite when parallel execution of primitives is performed.

Proof: Let a sequence of k-global states be denoted by G1, G2, ..., Gk, Gk+1, ..., Gm in which following conditions are satisfied:

(1) Parallel execution of primitives can occur at global state Gk.
(2) For each PE, either (a) a primitive and transmission of a message, (b) reception of a message, or (c) an ε is executed in the transition from Gi to Gi+1 (1 ≤ i ≤ m − 1).

Let denote pi for the primitive to be executed in the transition from Gi to Gi+1. Suppose that by a parallel execution of primitives pa, qa1, qa2, ..., qaτ at Ga in this sequence, Gk moves to H1 where H1 is l-global state. Also suppose that primitive pa has the highest priority among pa, qa1, qa2, ..., qaτ.

By the protocol construction in Step 3 and Step 4, a global state transition diagram is obtained as shown in Fig. 13.

The length of the sequence of l-global states starting from H1 is finite due to the following reason. Consider the h-th component in above l-global states, that is, a current state of PEh in the PE-SPECCh. The sequence of such states are included in PST-PEh(ω, ph) where Gk = (ω, ..., ω). By the definition of PST-

![Fig. 13 Global state transition diagram.](image-url)
PEh (w, p_k) the following two cases are considered.

Case A: There is no transition leaving from a leaf of PST-P-Eh (w, p_k) in PE-SPEC because S-SPEC is a tree.

Case B: All sequence of transitions starting from a leaf of PST-P-Eh (w, p_k) are (s_l, r_l, s_l), (s_l, r_l, s_l), ..., (s_l, r_l, s_{l+1}) (l ≥ 1) where r_l = e, ..., r_{l-1} = e and r_l is reception of a message. By the protocol construction in Step 3, reception of the message r_l is not executable.

In either case, execution of the sequence of l-global state starting from H_l stops at some l-global state. Therefore, Lemma 2 holds.

Lemma 3: When parallel execution of primitives is performed, Condition P_1 is satisfied.

Proof: As shown in the global state transition diagram of Fig. 13, each sequence of transitions starting from H_l reverts to some k-global state by reception of all messages which are sent to the related PEs with execution of primitive p_k. The last reception of such messages is depicted by arrows labeled e(i) in Fig. 13. Note that not last reception of messages e(i) are included in the sequence of l-global states. Reception of message e(i) in each sequence of transitions which starts from H_l and finally reverts to some k-global state corresponds to reception of message e(i) in each PE-SPECj in Fig. 10.

Execution of primitives p_l, ..., p_{m-1} in this order are required in Condition P_1. Although redundant primitives except p_l, ..., p_{m-1} may be executed in the transitions denoted by dotted lines in Fig. 13, by the protocol construction, p_l must have been executed before p_{l+1} is executed for all sequences of transitions which starts from H_l and finally reverts to some k-global state.

Lemma 4: When parallel execution of primitives is performed, Condition P_2 is satisfied.

Proof: Consider the global state transition diagram in Fig. 13. Messages which are caused by a primitive except for primitives p_l, ..., p_{m-1} may be transmitted in the sequence of transitions from H_l to some k-global state, which is denoted by a. Such messages are surely received in the above sequence or in the sequence of k-global states G_{l+1}, ..., G_m. Reception of such messages ?a(l) corresponds to ?a(l) in Fig. 11. Therefore, Condition P_2 is satisfied.

Theorem 1: Conditions P_1 and P_2 are satisfied for P-SPECs obtained in the proposed method.

Proof: When global synchronization is kept, by Lemma 1 Conditions P_1 and P_2 are satisfied. And if parallel execution of primitives occurs and global synchronization is lost, the lost global synchronization is recovered and Conditions P_1 and P_2 are satisfied by Lemma 3 and Lemma 4.

6. Conclusion

In this paper, we have proposed a new synthesis method of a protocol specification from a given service specification which has an arbitrary number of processes and which allows concurrent execution of multiple primitives at different SAPs. The characteristics of this method are:

(1) When parallel execution of primitives occur, the execution of primitives to which higher priority is assigned takes precedence over that to which lower priority is assigned.

(2) There are no protocol errors of unspecified receptions caused by parallel execution of primitives. Therefore, more reliable protocol specifications can be efficiently synthesized than the previous methods. However, further research remains, for instance:

- The relaxation of the restriction that a directed graph representing the service specification S-SPEC is a tree.
- Synthesis of protocol specifications on unreliable communication medium.
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